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NCCS NCCS Support Services
Who We Are c i . X i
The NASA Center for Climate Simulation omputing

. * Multiple large-scale high-performance clusters
(NCCS), located at NASA Goddard Space Flight « Tools for job scheduling & monitoring

Center, is a High-End Computing (HEC) facility * Portal to National Leadership Class System at NASA/ARC

that provides a range of supercomputing and data iy L IThB,

services to scientists throughout NASA’s Science Data Archival & Stewardship

Mission Directorate (SMD). NCCS is part of * Large-capacity storage

the NASA HEC Program, together with its sister * Tools to manage and protect data

facility, the NASA Advanced Supercomputing * Data migration support .

(NAS) facility located at NASA Ames Research . -
Center (ARC). Code Development

¢ Environment for code development & test

¢ Code repository for collaboration

¢ Code porting & optimization support "

* Earth System Modeling Eramework (ESMF) aSS|stance

NCCS is funded by SMD. Scientists request
supercomputing resources from NASA
Headquarters as part of the scientific proposal

process via programs such as ROSES, MAP, Networks F * "---'
NEWS, AURA, etc. Based on the specific needs ** Internal NCCS high-speed interconnects for HEC compon

of each science project, SMD allocates NCCS * Center high-bandwidth access to NCCS for GSFC-based u
and/or NAS hours depending on the types of ¢ Mulki-gigabit network supports on-demand data transfers "g X
computing services required. between NCCS and NAS

Our User Community Analysis & Visualization

NCCS supports modeling and analysis activities * Interactive analysis environment ,

¢ Software tools for image display

for SMD users in Earth, space, and solar 3
* Easy access to data archive

research including:

* Atmospheric modeling for climate and ) SpeCIa.llzed. da?a visualization SLBREH y
e Data visualization wall *
weather research /
. O.cean modeling for climate, chemistry, and Data Sharing
biology * Capability to share data & results
e Land surface modeling for agriCUltUre, land . Suppor‘ts Community based deve|opment
use, and water resource management ¢ Facilitates data distribution and publishing
* Space and solar modeling for fundamental
physics and astronomy, space weather, and User Services
gravitational wave studies * Help Desk
* Coupled models and systems of models in * Account support

¢ User teleconferences

support of collaborative science efforts - )
¢ Training & tutorials

* Observing system studies to enhance the use
and design of space instruments
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